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AI chatbots — such as ChatGPT, Gemini, Grok, Google AI 
Mode or the Washington Post’s “Ask the Post AI” — are 
software products which simulate human-like conversations 
and generate responses across a wide range of topics. While 
even their creators caution against using them as arbiters 
of fact, research consistently demonstrates that people 
increasingly rely on them for information about the world. 
Since the line between “information” and “news” is hardly 
clear-cut and information-seeking is also likely to include 
many topics where users of AI chatbots might previously 
have turned to news sources, news providers need an 
understanding of those broader informational habits.

This report provides a detailed snapshot of relatively early 
adopters and their use of AI chatbots to get information, 
including news. In October 2025, CNTI interviewed 53 people 
in India and the U.S. who use AI chatbots at least once a week 
and said they “keep informed about issues and events of the 
day” at least “somewhat closely.” 

Top-level findings:
CNTI found that most AI chatbot users currently use them 
to supplement their existing information repertoires, not to 
replace them entirely. They toggle back and forth between 
AI chatbots, news sites, search engines, official sources and 
more. We saw:

•	 Actionable information: Interviewees use AI 
chatbots to act on what’s happening and understand 
it, more than simply to know about it or to feel 
something about it.

•	 Personalization: AI chatbot users see these tools as 
fast, easy, personalized, customizable and friendly 
ways of getting information.

•	 Low understanding but higher trust: Few AI chatbot 
users have deep knowledge about the processes 
behind either journalism or AI chatbots. At the 
same time, interviewees express a general trust of 
AI chatbots alongside a general distrust of news 
media (outside of some users’ trust in their specific 
sources).

More specifically:

Interviewees use AI chatbots to 
act on what’s happening and to 
understand it, more than simply to 
know about it or to feel something 
about it. 

🚀 What most drives AI chatbot use is the desire for 
information that helps people act. This is the most common 

use case for AI chatbots in both countries. Few interviewees 
want information for its own sake. Instead, they are looking 
to inform their choices and actions. AI chatbots stand out, 
especially in the U.S., for proactively helping people meet the 
need to act.

🧠 When it comes to knowledge for knowledge’s sake, 
interviewees in both countries use AI chatbots to 
supplement existing news habits, not replace them. No 
interviewee in either country said they rely solely on AI 
chatbots when they want to know what is happening. They 
do turn specifically to AI chatbots to learn what’s new about a 
story they are familiar with or to check a story that they don’t 
think is accurate (the latter now offered on some social media 
platforms, such as @grok on Twitter or Meta AI on Facebook).

🧩 Both U.S. and Indian AI chatbot users turn to them for 
context that is often absent in traditional news media. Many 
interviewees said that news stories often start in the middle, 
with background information buried or difficult to find. 
They find AI chatbots helpful for understanding who a public 
figure is, how another country’s legal system works and the 
history of Israeli-Palestinian relations — all contexts that 
news stories sometimes take for granted.

Overview
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Which AI Chatbot?
ChatGPT and Google’s AI tools (including Gemini, Google Assistant and Google 
AI Mode) were by far the most common AI chatbots used by our interviewees, 
with Microsoft Copilot third. 

We saw three different ways interviewees decide which AI chatbot to use.

1	 Loyalty and lock-in: Some interviewees are loyal to one AI chatbot over 
another, even if they only use free services. They have invested their time 
in getting used to one system, and in customizing its responses to meet 
their needs and preferences. Their long chat history both helps them 
receive personalized responses and makes it possible to look up an older 
query, unlike search engines. 

2	 Take what you can get: Some interviewees, even if they have a preferred 
AI chatbot, are willing to use any of several chatbots to maximize their 
free use. They have accounts for multiple AI chatbot services and turn 
from one to the next when they reach their use quota. A few interviewees 
said they are not yet sure which AI chatbot best meets their needs, so they 
follow a similar pattern.

3	 Multiple specialized tools: Some interviewees use a complicated array 
of AI chatbots for different purposes. They expressed strong intuitions 
that one is better than the others at programming, writing emails, 
image generation or personal advice. Similarly, some interviewees 
use one AI chatbot for professional purposes and another for personal 
needs. However, these preferences are individual and idiosyncratic; no 
consistent patterns emerged.

https://www.bbc.co.uk/news/articles/c8drzv37z4jo
https://cnti.org/reports/chatbots-for-news/#:~:text=arbiters%20of%20fact%2C-,research,-consistently%20demonstrates%20that
https://cnti.org/reports/chatbots-for-news/#:~:text=of%20fact%2C%20research-,consistently,-demonstrates%20that%20people
https://cnti.org/reports/chatbots-for-news/#:~:text=and%20%E2%80%9Cnews%E2%80%9D%20is-,hardly%20clear%2Dcut,-and%20information%2Dseeking
https://cnti.org/reports/chatbots-for-news/#:~:text=and%20%E2%80%9Cnews%E2%80%9D%20is-,hardly%20clear%2Dcut,-and%20information%2Dseeking
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❤ Emotional stimulation and entertainment are low 
information priorities. The “need to feel” does not seem 
to be a focus for our interviewees in either country, and did 
not come up much in our conversations. Interviewees do 
engage emotionally with AI chatbots, but only rarely with the 
information itself.

Interviewees see AI chatbots 
as a fast, easy, personalized, 
customizable and friendly way of 
getting information.
💬 They find the clean and structured presentation of 
information easy to process and enjoyable to read. This 
includes layout features such as bullet points, short headers 
and strategic bolding of generated text; short sentences 
and simple language; and the absence of noise such as 
advertisements, sidebars, paywalls and more — although this 
design feature could well change as revenue models develop.

💬 They say AI chatbots are a faster and more efficient way 
to get information than either search or website browsing. 
Numerous interviewees noted ways that AI chatbots save 
them time, which is especially valued for tasks they find 
tedious, like comparing information from multiple websites.

💬 They like being able to tailor content to their desired 
level of understanding. Interviewees often ask the AI 
chatbots to simplify complex topics or provide additional 
detail, allowing them to “zoom” to the right granularity for 
their needs. Some interviewees have used this feature to help 
teach their children difficult concepts or to have something 
explained in simpler language.

💬 They like the encouragement and upbeat tone AI 
chatbots bring to interactions. Many interviewees 
emphasized the consistent, affirmational and upbeat tone 
of AI chatbots. Several also noted that they feel comfortable 
asking chatbots questions they might avoid with a person for 
fear of being judged.

💬 They expressed concern about privacy and surveillance, 
but their behavior does not strongly reflect it. While 
interviewees in both countries expressed concerns about 
their prompts or inputs not being secure, their primary 
strategy is to avoid inputting personal details and medical or 
financial information.

Few interviewees have deep 
knowledge about the processes 
behind either journalism or AI 
chatbots. At the same time, they 
expressed generally positive 
attitudes towards AI chatbots 
alongside generally negative ones 
towards news media.
ℹMost interviewees rely on at least a few news outlets 
in addition to AI chatbots, but almost none expressed an 
understanding of journalistic methods. The word “credible” 
came up repeatedly as a factor in selecting outlets. But when 
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Why we did this
In 2025, a small, but almost certainly growing, segment of people around the 
world used AI chatbots as a source of news. In most of the countries included in 
the 2025 Reuters Digital News Report, between 5 and 10% of the population said 
they get news from AI chatbots at least sometimes. In the U.S., 7% said they get 
news from AI chatbots — about half as many as the 15% who said they get news 
from podcasts, which are considered a relatively established news platform. In 
India, 18% said they get news from AI chatbots at least weekly.

Like social media before it, it’s likely that AI chatbots and similar technologies 
will have profound effects on the information landscape, even if their designers 
did not originally intend for them to play (or foresee them playing) a large role 
in this space.

We set out to learn from relatively early adopters in the U.S. and India why and 
how they have incorporated AI chatbots into their information routines. We 
also aimed to understand how these findings might inform news providers 
refining strategies for maintaining and growing their audiences, both with 
their own AI chatbots and other tools.

Why we chose these two countries

•	 These countries represent the two largest markets for AI chatbots.

•	 Both India and the U.S. have highly concentrated news media 
ownership and increasingly politicized information habits.

•	 India is mobile-first in both behavior and infrastructure, while less 
than one in every five Americans rely primarily on smartphones for 
internet access.

•	 Overall, Americans express more negative attitudes towards AI than 
Indians do.

How we did this
Using the Respondent research platform, CNTI recruited adults who said they 
(1) use AI chatbots at least once a week and (2) “keep informed about issues and 
events of the day” at least somewhat closely. To learn about the breadth of use 
cases and opinions, we sought to maximize variation across demographics. See 
topline for details.

Our interview protocol incorporated a concurrent thinkaloud approach. After 
a series of questions about general news and information habits, we asked 
interviewees to share their screen while demonstrating how they use one or 
more AI chatbots of their choice. We also asked them to walk us through AI 
chatbot interactions from their history and their use of other platforms and 
tools, including news aggregators, social media and news sites. These methods 
provide richness and depth; however, it’s not possible to generalize about the 
frequency of behaviors from these interactions, so we have refrained from 
using quantitative terms throughout this report.

CNTI’s analysis focused on reasons for seeking information identified by 
audience practitioners, the experience of interacting with AI chatbots and 
interviewees’ broader understanding of information.

The AI chat window terminal is a deeply personal space and the researchers in 
this project are incredibly grateful to interviewees who opened this safe space 
to them.

As with all CNTI research, this report was prepared by the research and 
professional staff of CNTI. This project was financially supported by CNTI’s 
funders.

See “About this study” for more details.

https://cnti.org/reports/chatbots-for-news/#:~:text=Interviewees%20do%20engage%20emotionally%20with%20AI%20chatbots
https://cnti.org/reports/chatbots-for-news/#:~:text=Interviewees%20do%20engage%20emotionally%20with%20AI%20chatbots
https://cnti.org/reports/chatbots-for-news/#:~:text=this%20design%20feature%20could%20well%20change
https://cnti.org/reports/chatbots-for-news/#:~:text=this%20design%20feature%20could%20well%20change
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2025
https://www.bloomberg.com/news/newsletters/2025-12-10/india-key-to-microsoft-amazon-google-and-intel-s-ai-plans
https://cnti.org/reports/chatbots-for-news/#:~:text=India%20is%20mobile%2Dfirst
https://cnti.org/reports/chatbots-for-news/#:~:text=less%20than%20one%20in%20every%20five%20Americans
https://cnti.org/reports/chatbots-for-news/#:~:text=less%20than%20one%20in%20every%20five%20Americans
https://cnti.org/reports/chatbots-for-news/#:~:text=express%20more%20negative-,attitudes%20towards%20AI,-than%20Indians%20do
https://cnti.org/reports/chatbots-for-news/#:~:text=Using%20the-,Respondent,-research%20platform%2C%20CNTI
https://www.tandfonline.com/doi/abs/10.1080/1461670X.2020.1716829
https://cnti.org/reports/chatbots-for-news/#:~:text=reasons%20for%20seeking%20information
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asked how one determines credibility, almost nobody could 
articulate it concretely. Instead we heard vaguely worded 
ideas about political slant.

ℹ Interviewees lack clear vocabulary to describe how 
AI chatbots process information and generate language, 
so they default to using language that describes human 
processes like “thinking” and “reading.” Many interviewees 
discussed what AI chatbots “know” or “think.” For some it 
is a mental shortcut, but for others it seems to represent 
misconceptions about how AI chatbots process text.

ℹ Interviewees expressed generally negative attitudes 
towards news media products and generally positive ones 
towards AI chatbots, even as they understand little about 
the underlying process of either. Beyond the specific sites 
and sources they themselves prefer, most expressed a broadly 
negative view of the news media, citing concerns like bias, 
commercial interest and sensationalism. In contrast, the 
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same interviewees are forgiving of and persistent with AI 
chatbots when given a wrong answer. 

ℹ The presence of cited and linked sources tends to be 
taken as an assurance of accuracy in AI chatbot outputs; 
interviewees rarely feel the need to click through. In 
most cases, interviewees assume that responses accurately 
reflect the linked sources. Interviewees’ opinions about the 
credibility of sources is largely transferred to the AI chatbot 
output, regardless of fidelity to those sources. Further, many 
Indian interviewees view AI chatbots as neutral aggregators 
with low levels of bias.

ℹ Two distinct factors tend to trigger a verification process: 
either the outputs contradict users’ assumptions or the stakes 
are high. Interviewees rely on gut instinct to decide what to 
verify. When looking into legal procedures or specific legal 
rights, we saw interviewees confirm the output of AI chatbots 
with official sources like the government or law firms.

ℹWhen they do verify outputs, there is no consensus 
about the best way to do so. Although methods vary, multiple 
interviewees from both countries compare responses to 
the same question from two different AI chatbots. Some 
interviewees compare answers with search engines, social 
media or trusted individuals. Others limit the AI chatbot’s 
sourcing to “verified” or “evidence-based” references, 
assuming the output is consistent with the linked material.

ℹ Past experiences of inaccurate or outdated information 
did not deter them from future use. Many interviewees 
mentioned concerns about outdated, inaccurate or partial 
information. However, no interviewees described these 
concerns as a deal breaker that kept them from using AI 
chatbots.

ℹ In the search for unbiased information, interviewees are 
divided between those who worry about bias in AI chatbots 
and those who see AI chatbots as less biased than other 
sources of information — but neither bring deep knowledge 
into their opinions. Interviewees in both countries raised 
concerns about bias, but while some worried about bias in AI 
chatbots, others saw them as less biased than other sources. 
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According to one recent survey, weekly use of AI chatbots in 
six countries nearly doubled between 2024 and 2025, from 
18% to 34% on average. And while that report found that 
use of AI chatbots “to get news” is relatively low, it found 
“information-seeking” to be the most common self-reported 
use case. The line between “information” and “news” is 
hardly clear-cut, and information-seeking is likely to include 
many topics where users might previously have turned to 
news sources.

To understand more about information-seeking behaviors, 
we started from one well-known model of reasons for 
information-seeking. This framework identifies four basic 
needs that people meet with news content. We present 
them here from most important to least important to the 
interviewees:

•	  🚀 People need to act and decide, and they need help.

•	  🧠 People need to know what’s going on.

•	  🧩 They need to understand what’s going on.

•	  ❤ People need stories that make them feel something, 
whether that’s outrage or joy.

Here’s what we learned: 

🚀 In both countries, interviewees seek information that 
helps them act.

This is the most common use case for AI chatbots. Few 
interviewees want information for its own sake. Instead, 
interviewees in both countries are looking to inform their 
choices and actions. AI chatbots stand out, especially in the 
U.S., for proactively helping people meet the need to act.

🚀 Indian interviewees ask AI chatbots to make predictions, 
while their U.S. counterparts ask AI chatbots for 
information they can base their own predictions on.

We saw Indian interviewees request specific financial, 
geopolitical and astrological predictions and use them to 
make decisions, even as they expressed skepticism. For U.S. 
interviewees, on the other hand, the desire for prediction 

generally stopped at asking the AI chatbots which sources or 
indicators to follow.

🧠 When it comes to knowing what’s happening, 
interviewees in both countries use AI chatbots to 
supplement existing news habits, not replace them. 

pecifically, they turn to AI chatbots for narrowly scoped 
updates and fact-checking. No interviewee in either country 
said they rely solely on AI chatbots when they want to 
know what is happening. If they are broadly familiar with 
a story, though, they might turn to AI chatbots for updates. 
Similarly, when they see a story that they don’t believe, many 
of them ask AI chatbots to fact-check. Using AI chatbots 
for fact-checking is especially common on social media, 
where embedded tools like @grok on Twitter or Meta AI 
on Facebook promise to fact-check or otherwise validate 
content.

🧠 For the most part, U.S. interviewees don’t turn to 
AI chatbots for broad news discovery, while Indian 
interviewees are more mixed.

Just one U.S. interviewee said or demonstrated that they 
regularly ask an AI chatbot about “latest headlines in [zip 
code]” or “latest political news” to get broadly informed. 
A few other U.S. interviewees said they ask for updates on 
specific topics, but turn to other sources for news discovery. 
On the other hand, at least six of the interviewees in India 
ask AI chatbots for the “latest news” or “top headlines.”

🧩 Both U.S. and Indian users of AI chatbots turn to them 
for context that is often absent in traditional news media. 

Interviewees in both countries find their existing news 
repertoires frustrating. Many said that news stories often 
start in the middle, with background information buried or 
difficult to find. 

🧩 Interviewees in both countries worry about the political 
slant of news, but they want to resolve it in different ways. 

Many interviewees said that most news sources have a 
political slant. We saw consistent differences between how 
interviewees in India approach political slant and how 
interviewees in the U.S. do. In the U.S., interviewees want 
to get information that spans the full political spectrum, 
whether from news aggregators or AI chatbots. Several U.S. 
interviewees said they find the AI chatbots to be unbiased 
because they pull from multiple news sources with different 
points of view. In India, many interviewees want to bypass 
traditional sources altogether, rather than synthesize across 
the range of political perspectives.

Information Needs
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Interviewees use AI chatbots to act on 
what’s happening and to understand 
it, more than simply to know about it 
or to feel something about it

https://reutersinstitute.politics.ox.ac.uk/generative-ai-and-news-report-2025-how-people-think-about-ais-role-journalism-and-society
https://cnti.org/wp-content/uploads/2024/09/CNTI_FocusGroup_Essay1.pdf
https://smartocto.com/blog/explaining-user-needs/
https://smartocto.com/blog/explaining-user-needs/
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❤ In both countries, emotional stimulation and 
entertainment are low information priorities. 

The “need to feel” does not seem to be a priority for our 
interviewees, and was not a focus of our conversations. 
Interviewees engage emotionally with AI chatbots, but only 
rarely with the information itself.

The need to act

For interviewees in both countries, 
needing to act is a major motivator 
for AI chatbot use; AI chatbots 
meet this need proactively
All interviewees in both countries talked at length about 
needing information that helps them act, and almost all of 
them typically start with AI chatbots to meet these needs. 

Starting with AI chatbots doesn’t mean ending with AI 
chatbots.

Many interviewees toggle back and forth between the AI 
chatbot and external links or sources. Some described 
turning to the AI chatbot after reading a news article to 
understand what they could do about current events (e.g., 
tariffs), although we did not see this specific pathway in real 
time. Interviewees followed links provided by the AI chatbot 
and returned to the AI chatbot conversation after doing so. 
We saw one person in the U.S. switch back and forth between 
ChatGPT, Gemini and linked resources from law firms to 

better understand their rights when ICE agents are active in 
their area. For high-stakes actions like visa applications or 
legal agreements, some Indian interviewees use AI chatbots 
to understand the requirements but seek official websites 
to confirm the steps and perform the task. As one U.S. 
interviewee noted, AI chatbots are “an 80/20 source. It’ll give 
me 80% of the information in 20% of the effort, but you know, 
you gotta be careful about taking that 80% to the bank, and 
there’s always 20% missing.”

Unlike a search engine, AI chatbots retain the context of 
prior inputs, which. That makes it relatively easy to refine a 
query or to ask follow-up questions.

All the same, even though doing so can take a lot of time. 
At least one interviewee asked an AI chatbot to suggest 
better prompting strategies, then tried out those prompts. 
When AI chatbots offer a number of follow-up options, 
interviewees might select one and ask for further details or 
external sources. For example, one interviewee in the U.S. 
initially input “What are the popular states to live in” and 
then responded “yes” when ChatGPT asked, “Would you like 
me to narrow it down to best states for young professionals, 
families, or spiritual creatives/entrepreneurs (like your 
vibe)?” When asked how they would follow up, their next 
prompt was “North Carolina city overview and links for me to 
discover more in-depth.”

Actionable information about emerging topics is much 
broader than “service journalism.” To be sure, interviewees 
in both countries are using AI chatbots for the pillars 
of service journalism: consumer product comparisons, 
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travel itineraries and navigating changing bureaucratic 
requirements. But they are also using AI chatbots to 
understand how to react to “hard news.” Interviewees ask AI 
chatbots about the impact of geopolitics on their investments, 

how to respond to the U.S. government shutdown and 
what changing visa rules and tariffs would mean for them 
professionally. One person in the U.S. even asked ChatGPT 
who to vote
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� In fact, a major benefit of using AI chatbots to get 
informed is that they proactively support the need to act.

Several U.S. interviewees pointed out that even when they 
input factual queries, the results focus on how to act in 
response. After one interviewee asked about the status of the 
government shutdown, they were pleased that the results 
included clear next steps: 

“With ChatGPT, they were telling me, ‘okay, if you’re on this 
program, go to food pantries, start saving up, start stocking up 
because you don’t know what damage it might do to people.’ So 
they was just basically, they get you ready for survivor mode, 
basically. That’s one thing I like about ChatGPT too. They get you 
ready.” 

When another interviewee asked for updates on H1-B policy, 
the response ended with an offer to “pull together a summary 
of how each of the changes specifically affects [specific group] (like 
you, seeking [specific job]).” The baseline emphasis on action 
is seen as widely valuable. Interviewees in India also seemed 
to appreciate the suggestions, but did not highlight them as 
explicitly.

� In India, a distinct subset of interviewees use AI 
chatbots for forecasting and speculation to navigate 
uncertainty in finance, politics and personal life.

Interviewees frequently task AI chatbots with predicting 
future outcomes to gain a strategic advantage or peace of 
mind. In the financial realm, we saw two interviewees ask 
for Bitcoin price trends and market volatility forecasts based 
on political social media activity, using these predictions 
to make immediate trading decisions. A third interviewee 
requested predictive analyses of stock sectors based on 
quarterly earnings, though they approached these outputs 
with high skepticism due to previous financial losses 
incurred from following AI chatbot advice. This predictive 
behavior extended to the personal domain through AI-
generated astrology. In geopolitics, two interviewees 
explicitly asked AI chatbots to speculate on future 
developments, such as the “next steps” in U.S.-India relations 
or the remaining tenure of federal officials. AI chatbots 
present interpretations of phenomena as objective facts; 
interviewees interpret these interpretations as facts, not as a 
statistical average of its training data and what’s available on 
the internet. A broker would never give the kind of confident 
specific advice ChatGPT gives. Similarly, a journalist would 
never speculate. Indian chatbot users like this behavior a lot.
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A news organization  
that’s meeting this need
The Jersey Bee, a U.S. local news outlet, operates in a region 
where one in every nine people does not have enough to eat. 
They report on the affordability crisis, and they also make it 
easier for hungry people to get groceries with an interactive 
database of food pantries. The database can be sorted by 
county and hours of operation. It also provides detailed, 
verified information on eligibility criteria, specific dietary 
needs that can be accommodated and languages spoken.

The need to know

When interviewees want to know 
what’s happening, AI chatbots are 
supplementing existing news habits 
and routines, not replacing them
In both countries, most interviewees engage with AI 
chatbots to augment their existing news repertoires by 
seeking facts, specific knowledge or status updates on 
current events.

Well over half (about 19 out of 26 in India and 18 out of 27 
in the U.S.) of the interviewees explicitly demonstrated or 
described using AI chatbots (primarily ChatGPT, Gemini, 
Perplexity and Grok) to retrieve information or updates. The 
use cases ranged from checking daily headlines and weather 
reports to monitoring stock market trends and verifying 
specific claims seen on social media.

Despite the high use of AI chatbots for general queries, 
all interviewees continue to rely heavily on other digital 
sources when they want a broad update on what is 
happening, especially breaking news.

Nobody said they use only AI chatbots for this purpose. Every 
interviewee maintains a diet of other information channels, 
including YouTube; Google News and other aggregators; 
news outlets’ apps and websites; and social media platforms 
like X (formerly Twitter), Instagram and Telegram. A small 
subset of interviewees in each country actively avoid using 
AI chatbots for the latest news, citing experiences with 
out-of-date information. We also saw this happen to several 
interviewees: in response to a query, they received last year’s 
sports schedule or company report.

https://jerseybee.org/
https://jerseybee.org/2024/06/18/what-we-heard-stories-from-people-navigating-new-jerseys-food-aid-system/
https://jerseybee.org/nj-food-pantries/
https://jerseybee.org/nj-food-pantries/
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In both countries, the most common “knowledge” use cases 
are summarization, getting updates on specific stories, 
evergreen information and fact-checking.

Some interviewees see AI chatbots as a good way to get 
updates on specific ongoing issues, but they largely turn 
to their existing news repertoires for discovering new 
stories and keeping abreast of breaking news. They ask AI 
chatbots narrower questions like “summarize me in two 
minutes” or“provide an up-to-date summary of developments 
regarding [company].” Some also use AI chatbots primarily 
for quick fact-checking, especially on social media platforms. 
Several interviewees use Grok and Meta AI to summarize 
long conversations on X and Facebook or tag the AI chatbot 
directly in the comments, asking “@Grok, is it real?” to verify 
the authenticity of claims.

Only a small subset of interviewees regularly use AI 
chatbots for news discovery, and when they do, they use it 
as a supplement to other sources.

Only one U.S. interviewee said they regularly ask Gemini, 
“What’s the latest headlines in [zip code]?” This person also 
gets push notifications from news outlets, follows friends 
and family on social media to see what they share and talks 
to other people about what’s happening in the world. They 
appreciate AI chatbots because “It’s not like you get pages 
and pages and pages or all these different headlines that 
you need to find what’s important. Gemini kind of sums it 
up for you. And then you can always go into more detail.” 
Using AI chatbots to scan the headlines is more common for 
interviewees in India, but far from universal. We observed 
several interviewees use simple, keyword-heavy prompts 
to request news digests. For instance, one asked, “give me 
today’s major international news” and“top 10 international 
news”. Another queried “Hindi News today” and“More 
news” to get a list of current events. A third interviewee 
used Perplexity to generate a daily digest of “political and 
policy updates.” All three get additional news information 
elsewhere, too.
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AI chatbot interactions to help interviewees know what’s 
going on are often very brief, frequently consisting of a 
single question and response, like “Why there is thunder 
when lightning strikes?” or“Margaritaville of the Seas, which 
ship did it used to be before?” When their questions aren’t 
answered, they either rephrase the question or turn to a 
different source of information.

A news organization that’s meeting 
this need
WTF Just Happened Today is a daily newsletter about U.S. 
politics, specifically the U.S. presidency. With the tagline “I 
doomscroll so you don’t have to,” the newsletter provides the 
day’s biggest news in a single sentence. Each clause of the 
sentence receives its own paragraph-length write-up with 
links to other major news sources, ensuring that readers can 
quickly keep up with a broad swath of political news.

An AI product that’s meeting  
this need
Founded by three former members of Google’s NotebookLM 
project, Huxe is an AI-powered, audio-first personal 
assistant app designed to consolidate information from a 
user’s calendar, email, news sources and stated interests 
into a single personalized audio feed. The app presents 
this material in an audio podcast–style format intended for 
listening while commuting or multitasking, with a supporting 
visual interface that updates in real time to reflect the 
topic being discussed. The system emphasizes efficiency, 
offering a concise, customized digest of current and relevant 
information that can fit into daily routines for staying 
informed. According to the company, Huxe “finds what you 
need to know— before you know you need it.”

https://whatthefuckjusthappenedtoday.com/
https://www.huxe.com/
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The need to understand

Interviewees find chatbots valuable 
for understanding complicated 
details, root causes and a range of 
perspectives
Most interviewees in both countries utilize AI chatbots to 
gain a deeper understanding.

Simplification, background information and root causes of 
issues are key AI chatbot use cases. Interviewees observed 
that news stories do not always provide perspective or 

background. Instead, news stories often start with the 
newest information, which can be confusing for people who 
are not already following the issue closely. Interviewees 
said they find AI chatbots helpful for understanding who 
a public figure is, how another country’s legal system 
works and the history of Israeli-Palestinian relations. News 
stories sometimes take this kind of knowledge for granted. 
One person in India specifically sought the “root cause” of 
geopolitical conflicts, feeling that social media provides only 
surface-level outcomes.
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Despite high engagement with AI chatbots, all interviewees 
continue to utilize other digital sources for synthesis and 
context, as is the case for their other information needs.

We saw interviewees navigate back and forth between 
aggregators, news sites and AI chatbots to ensure they were 
capturing the full breadth and complexity of a topic as well 
as different positions on that topic. For example, one U.S. 
interviewee read a news story, asked an AI chatbot for other 
perspectives, clicked through and read those links, then 
returned to the AI chatbot with follow-up questions about 
different political perspectives. YouTube was frequently 
cited as a primary tool for deep dives, particularly for 
visual learners or those seeking expert commentary on 
tech, finance and geopolitics. Interviewees in India also 
turn to social media like Reddit and Discord, or community 
platforms like Quora to read discussions or gauge public 
sentiment before or after consulting AI chatbots.

Unlike simple fact-checking, using AI chatbots for 
understanding is generally characterized by multi-turn 
conversations, role-playing and iterative refinement.

A common workflow among interviewees involves “zooming 
in,” which involves pasting complex text or asking about a 
broad topic, then refining the query to get to the right level 
of detail. Interviewees in India often treat the AI chatbot 
as a debate partner. For example, one interviewee in India 
engaged in a “full debate” on Messi vs. Ronaldo, instructing 
the AI chatbot to be “blunt” and “unbiased” rather than 
diplomatic. Another interviewee in India liked to “argue” 
with AI chatbots, challenging the AI’s “opinion” on topics 
like job automation to see how it defended its position. 

One U.S. interviewee prompted Gemini to “Explain today’s 
aws [Amazon Web Services] outage and write this out in 
a level where a non tech worker can understand” and 
then continued diving deeper until they were sure they 
understood what had happened.

�Interviewees in the U.S. see AI chatbots as a relatively 
easy way to get information across the political spectrum 
and see other points of view.

Interviewees in the U.S. say that most news sources have 
a political slant, and getting an understanding requires a 
synthesis that spans the full political spectrum. Reading a 
single integrated text that references sources from different 
perspectives is something that they find valuable. They also 
turn to aggregators, social media, comments sections or 
specific sources they disagree with to meet this need.



Center for News, Technology & Innovation	 AI Chatbots for News� 25



Center for News, Technology & Innovation	 AI Chatbots for News� 26

A news organization  
that’s meeting this need
Scroll is an Indian digital news platform known for its 
deep-dive reporting on complex social and political issues. 
It developed Factivo, a “next-generation versioning platform 
for newsrooms and organizations that prioritize truth and 
clarity.” Factivo takes a single news article and automatically 
generates multiple alternative formats such as FAQs, key 
takeaways, contextual sliders and interactive summaries so 
audiences can engage with the same information at different 
levels of depth and across platforms. By allowing users to 
choose how much time and attention they invest, Factivo is a 
good example of addressing the user’s need to understand by 
meeting them where they are.

An AI product that’s  
meeting this need
Particle aggregates stories from hundreds of news outlets 
around the world, highlighting the most-reported issues of 
the day. Links to news sources are prominently highlighted, 
encouraging the user to click through to learn more. Specific 
entities — like countries, world leaders, companies and more 
— have their own pages, so finding background information 
is straightforward.

http://scroll.in/
https://particle.news/
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The need to feel

For interviewees in both countries, 
emotional stimulation and 
entertainment are low information 
priorities
When interviewees are seeking information, fulfilling a 
need to feel something isn’t a high priority.

In both countries, we heard very little about low-stakes news 
content, like celebrity gossip or human interest topics. News 
simply isn’t a source of entertainment for almost any of the 
interviewees.

Outrage about political topics is the main emotional 
response to news.

Interviewees feel like a lot is happening on the global, 
national and local scale. For the most part, they feel bad 
about it. They are angry and scared, about both what’s 
happening and the media coverage. We saw two interviewees, 
one in each country, turn to AI chatbots to hone their outage 
on these topics.
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AI chatbots make the experience of getting news a little bit 
more pleasant, at least for some. As one U.S. interviewee 
put it, “I get a kick out of [using ChatGPT]. It’s just fun.” That 
general sense of enjoyment is not specific to news content.
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Interviewees spoke at length about the experience of using 
their chatbots of choice. For the most part, they describe a 
positive and pleasant experience. Watching them interact 
with the chatbots provided a more detailed understanding of 
their routines.

 ! Interviewees in both countries find the clean and 
structured presentation of information easy to process and 
enjoyable to read. 

Most interviewees like that AI chatbots present information 
in a hierarchical manner that is easy to scan. Interviewees 
consistently said they prefer this structured presentation 
over the cluttered interfaces of traditional media and search 
engines. They pointed to specific features: short bullet points 
grouped under clear headlines with strategic bolding and a 
lot of white space. For many, the value lies in the AI chatbot’s 
ability to strip away noise (e.g., advertisements, sidebars, 
paywalls, irrelevant links) and present a synthesized 
hierarchy of information. In fact, the layout of the answer 
appears to be as important to interviewees as the content. All 
in all, it’s “really easy on the eyes,” said one U.S. interviewee. 
One Indian interviewee shared that AI chatbots like 
Perplexity had replaced web search for them because of their 
“clean UI” and the ability to get a direct summary without 
navigating through multiple newsletters or paywalled 
articles, saying, “earlier, if I wished to search anything I would 
go to Chrome but nowadays I either go to Gemini Live or to 
Perplexity most of the times, instead of the browsers.”

"# Interviewees experience AI chatbots as a faster and 
more efficient way to get information than either search or 
browsing.

Many interviewees in both countries noted AI chatbots’ 
ability to save time. Compared to traditional search engines, 
some interviewees said querying an AI chatbot is more 
efficient and less overwhelming, allowing them to avoid 
clicking through lots of links and save time on a variety 
of tasks. They particularly value saving time on tasks they 
do not enjoy or do not find valuable, which range from 
formatting PowerPoint presentations to looking up tedious 
information. One interviewee from India utilized ChatGPT to 
plan a detailed 5-day travel itinerary for Dubai. They noted 
that doing it manually through travel blogs and booking sites 

would take “four to five hours,” whereas the AI chatbot came 
up with a detailed itinerary in “an extremely professional 
way” within “15 to 20 seconds.” 

One U.S. interviewee, while sharing how they discuss AI 
chatbots with their college-age child, summed up the general 
sentiment of many interviewees, who acknowledged that AI 
chatbot use could involve tradeoffs between efficiency and 
accuracy: “It’s a great tool, but it’s not 100% gospel. It’s just 
taking the information that’s available on the web. So use it to 
help you kind of do those tasks that take time. but don’t have it 
write your paper for you or don’t have it do all your work for you. 
Use it as a tool but do your own work basically.”

$% Interviewees use AI chatbots to tailor content to their 
desired level of understanding. 

Interviewees in both countries actively modulate the 
complexity of information to suit their expertise. Several 
interviewees ask their preferred AI chatbots to simplify 
further or provide additional detail, allowing them to “zoom 
in or out” to exactly the right level of detail for their needs. 

An AI chatbot’s ability to generate information at varying 
levels of expertise is really attractive to the interviewees. 
Several Indian interviewees who explicitly mentioned 
this feature were mostly looking for information to teach 
their children or students, or they just wanted something 
explained to them in simpler language. U.S. interviewees also 
take advantage of this feature, especially to help them study. 
One of them asked ChatGPT to tell them everything that is 
likely to be tested on a particular physics concept, and then 
they noted, “When I am even having challenges to process all 
this information at the same time I just say: ‘I have an exam in 
10 minutes. Can you just simply explain it to me easily,’ because I 
just try to simplify everything in a very short period of time.”

&' Interviewees like interacting with AI chatbots 
because they provide encouragement and an upbeat tone.

Many interviewees like the consistent affirmation of AI 
chatbots, particularly in situations where there might be 
a social risk associated with asking other people the same 
question. Specifically, several interviewees in both countries 
appreciate that the AI chatbot never judges them for 
questions they feel others might think are boring, stupid, or 
“a burden.” For one U.S. interviewee, the AI chatbot serves 
as a confidential problem solver. They recounted a time 
when using Copilot to navigate a website with unclear menu 
options, and noted: “it was nice having a Copilot with me to 
feel this out, okay? Because I don’t think I’m going to admit to a 
human that I couldn’t figure it out.” Similarly, an interviewee 
from India described the AI chatbot as a “brother” or “guru” 
specifically because of its infinite patience with “irritating” 

The Chatbot Experience
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Interviewees see AI chatbots as fast, 
easy, personalized, customizable and 
friendly ways of getting information
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questions that they could not ask their friends and family 
repeatedly. In both countries, the AI chatbot’s consistent, 
non-judgmental and upbeat tone creates a space where 
interviewees feel comfortable asking “stupid” questions or 
sharing personal struggles.

While an AI chatbot technically does not hold conversations, 
but rather outputs statistically likely responses based on 
inputs and patterns from massive training datasets, nearly 
all interviewees used anthropomorphic language when 
describing their relationship with the AI chatbot and/or while 
using it.  

Many interviewees said using an AI chatbot can feel like 
talking to a person and described them as “friendly” or 
having a “friendly demeanor” in their interactions. Others 
called the AI chatbots a “companion,” a “friend” or a 
“confidant.” We also heard interviewees describe AI chatbots 
as both supportive and educational, referring to them as a 
“coach,” a “personal assistant,” a “mentor,” a “teacher” and a 
“personal tutor.” AI chatbots’ use of positive reinforcement 
is particularly impactful. Multiple interviewees appreciate 
when the chatbot affirms the quality of their inputs or offers 
compliments, such as responding to their prompts with 
“great question.” 

Even the interviewee who expressed a highly sophisticated 
understanding of how AI chatbots work still tended to 
use anthropomorphic language. The same interviewee 
acknowledged, “I know I don’t have to be polite to it. They 
don’t care. AI don’t got feelings” but still say “please” and 
“thank you” in their interactions because “it’s like a friend 
but like your personal assistant and mentor at the same time.” 
They were not alone in this style of interaction: at least a 
few interviewees in each country regularly say “please” and 
“thank you” during their interactions with AI chatbots.

() Interviewees expressed concern about privacy and 
surveillance, but their behavior does not strongly reflect it. 

Interviewees in both countries expressed concerns that their 
prompts or inputs could be shared or leaked. Their strategy 
for managing privacy concerns was generally to avoid 
inputting medical or financial information or identifying 
personal details like date of birth. Two interviewees in 
the U.S. worried that the full history of their queries could 
be identifying or compromising even without specific 
information like their full name. They did not know how 
their data was being used, but they did not take additional 
precautions beyond omitting specific details from their 
inputs. In contrast, other interviewees freely provided 
identifying information to AI chatbots, including birth date, 
full name, specific location and detailed medical documents.

Complicating the story
A very small number of interviewees actively resisted anthropomorphizing 
AI. The starkest example was one U.S. interviewee, who said, “For things like 
this, ‘help me figure this out’ [or] ‘help me search the internet’? Excellent 
companion. But as a human friend? It’s not.”
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Journalists and AI chatbots generate content through 
fundamentally different processes. Given that CNTI’s 
interviewees incorporate both into their news repertoires, 
we found it important to understand how they think about 
both processes as well as whether and how they verify the 
information.

*+ Most interviewees rely on at least a few news outlets 
in addition to AI chatbots, but almost none expressed an 
understanding of journalistic methods. 

In the U.S., most interviewees have a strong sense that 
certain news sites count as credible. However, we saw 
no clear consensus among interviewees on which sites 
those are. (This is broadly consistent with other research 
on the polarization of media habits in the U.S.). In India, 
interviewees were uniformly negative about television 
news, while they displayed more affinity for international 
publications (e.g., Al Jazeera, BBC) and the leading English-
language daily Indian newspapers (e.g., The Times of India, 
The Indian Express and The Hindu). Interviewees in both 
countries also prioritize different sources for different topics. 
For example, an interviewee might prefer a legal website 
over news sources for topics addressing current law. When 
asked how one determines credibility, almost no interviewee 
articulated an answer beyond a vague sense that some outlets 
have a political slant and must be used with caution — if not 
avoided altogether. The general lack of awareness among the 
interviewees about the process of journalism is consistent 
with findings from CNTI’s earlier focus groups and survey 
research.

,- Interviewees lack clear vocabulary to describe how 
AI chatbots process information and generate language, 
so they default to using language that describes human 
processes like “thinking” and “reading.”

Many of the interviewees talked about what AI chatbots 
“know” or “understand” or “think,” which isn’t an accurate 
way to describe how they arrive at answers. In some cases, 
it was clear that interviewees used this language simply 
as a mental shortcut. In other cases, it seemed to further 
muddle misconceptions that interviewees held. Technically 

speaking, AI chatbots provide answers based on patterns and 
algorithms — not based on reasoning. (Relatedly, there is a 
robust debate in the technical community about whether the 
term “hallucination” is appropriate, since it presupposes that 
large language models have minds. Furthermore, technical 
solutions have proved elusive; in fact, false statements have 
been found to be “mathematically inevitable” with current 
technology.) 

Because interviewees analogize from human cognition, they 
often assume that AI chatbots have “read” and “understood” 
the links and sources they reference. As a result, our 
interviewees largely assume that responses accurately reflect 
the linked sources. A few interviewees in the U.S. specifically 
expressed a desire to see more documentation and training 
from developers about how AI chatbots work and how to 
prompt them for the best results. 

./ While they lack deep knowledge about the 
underlying process for both journalism and AI chatbot 
content, interviewees expressed generally negative 
attitudes towards news media products and generally 
positive ones towards chatbots.

Beyond the specific sites and sources they themselves prefer, 
many interviewees expressed a broadly negative view of the 
news media. Overall, interviewees in India are skeptical of 
bias, commercial interests and sensationalism. Interviewees 
in the U.S. raise similar concerns along broadly partisan 
lines.

In contrast, these same interviewees are forgiving of and 
persistent with AI chatbots when given a wrong answer. 
Taking a collaborative stance, interviewees gently chide 
the AI chatbot to modify, clarify or correct the output. The 
interactivity seems to allow for second chances, while the 
interviewees have no such patience for fixed text.

In this context, interviewees can see AI chatbots as 
scaffolds for personal judgment. They use them to map 
the information environment, an approach that preserves 
decision-making power and independence of thought, 
allowing them to assert control over what they know and 
believe, positioning themselves as the final arbiters of truth.

Where Information Comes From
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Few interviewees have deep knowledge about how either journalism or 
AI chatbots work. At the same time, interviewees expressed generally 
positive attitudes towards AI chatbots alongside generally negative ones 
towards news media.

https://www.pewresearch.org/journalism/2025/06/10/the-political-gap-in-americans-news-sources/
https://link.springer.com/article/10.1007/s00146-025-02422-7
https://cnti.org/surveys/what-the-public-wants-from-journalism-in-the-age-of-ai-a-four-country-survey/
https://news.northeastern.edu/2023/11/10/ai-chatbot-hallucinations/
https://www.science.org/doi/10.1126/science.aea3922
https://www.computerworld.com/article/4059383/openai-admits-ai-hallucinations-are-mathematically-inevitable-not-just-engineering-flaws.html
https://www.pewresearch.org/journalism/2025/06/10/the-political-gap-in-americans-news-sources/
https://www.pewresearch.org/journalism/2025/06/10/the-political-gap-in-americans-news-sources/
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01 Interviewees tend to take the presence of cited and 
linked sources as an assurance of accuracy in AI chatbot 
outputs, and do not feel the need to click through them.

For most interviewees in both countries, AI chatbots showing 
sources is considered proof of accuracy, but few actually 
check the sources every time. Instead, many interviewees 
take the mere presence of sources as a guarantee of quality. 
Typically, they open up the list of sources or hover over links 
to see the sites, and assess the credibility of the generated 
text on the basis of those links. Most interviewees assume 
that if sources were linked or cited, the text would reflect 
them accurately. As one interviewee in the U.S. put it, the fact 
that “you can always double check if you want to” meant there 
was no need to check. Similarly, many Indian interviewees 
view AI chatbots as neutral aggregators. One described AI 
chatbots as “nothing but a library” that picks up information 
stored by humans. Others said they believe AI chatbots 
collect data from “sources like Google and YouTube” to provide 
a complete picture. One person explicitly used Perplexity to 
avoid “one-sided opinions” from officials or news channels, 
believing the AI chatbot’s aggregation of multiple sources 
constituted a “neutral” truth. These examples amply show 
a tendency toward automation bias among the Indian 
interviewees.

23 When interviewees do put in the work to verify 
AI chatbot outputs, it tends to be for one of two distinct 
reasons: either the outputs contradict their assumptions or 
the stakes are high.

We saw two very different reasons interviewees put in the 
work to verify the outputs they receive.

First, confirmation bias is playing a role in what interviewees 
verify. When AI chatbot outputs “feel” correct, interviewees 
do less work to check them. Many interviewees said they 
only make an effort to verify information if their gut 
instinct suggests it was off in some way. When something 
conflicts with prior knowledge or seems biased, they are 
more inclined to put in the effort. For example, one Indian 
interviewee checked if ChatGPT’s answers “match [their] 
thinking” on gold trends.

Second, interviewees put in more effort to verify information 
that has bigger consequences if inaccurate. When looking 
into legal procedures or specific legal rights, for example, we 
saw interviewees confirm the information the AI chatbots 
provided with official sources like the government or law 
firms. In fact, one U.S. interviewee said outright that they 
only rely fully on AI chatbots for things they don’t care that 

much about; the rest of the time, they have at least some 
background information they can use to judge the response.

45 When interviewees do want to verify AI chatbot 
outputs, there is no consensus about the best way to do so.

The most common strategy for verifying AI chatbot outputs 
among interviewees in both countries seems to be comparing 
the output of two different AI chatbots. Interviewees also 
compare AI chatbot outputs with search engines, social 
media and trusted individuals. A few interviewees diligently 
follow links to see if they match what the AI chatbot says, 
but not many. Another strategy used by interviewees is 
instructing an AI chatbot to limit its sourcing and only use 
“verified” or “evidence-based” references, or provide “proof-
based answers.” This strategy still assumes that the output is 
consistent with the linked source material. Another version 
of this strategy involves interviewees asking AI chatbots 
to recommend good sources and then turning directly to 
those. Interviewees in both countries have also developed 
idiosyncratic auditing strategies, where they put AI chatbots 
through a series of tests before deciding whether to use 
them.

67 A number of interviewees recalled getting inaccurate 
or outdated information in the past, but it did not deter 
them from future use.

While none of the interviewees verify information 
systematically, a considerable subset of interviewees 
mentioned that they had gotten, at one time or another, 
inaccurate or unhelpful answers from AI chatbots. Well over 
half of the interviewees said they had received inaccurate 
information at least once, but few interviewees could 
describe a specific instance.

A big concern among interviewees in both countries is that 
AI chatbots may rely on outdated or partial information. We 
saw several instances of interviewees navigating this issue 
in real time. One interviewee asked about scheduled Big 10 
football games and said that they had received last year’s 
schedule just a few days previously. Another interviewee 
noticed that all of the linked articles in an AI chatbot output 
had dates in early 2024, and a third was frustrated that linked 
articles in a quickly developing story were a month old. In 
each case, the interviewee noticed the missing information 
because they were already well informed on the topic, and 
then responded with a more specific prompt.

89 In the search for unbiased information, interviewees 
are divided between those who worry about bias in AI 
chatbots and those who see AI chatbots as less biased than 
other sources of information — but neither bring deep 
knowledge into their opinions.

In the search for unbiased information, interviewees are 
divided between those who worry about bias in AI chatbots 
and those who see AI chatbots as less biased than other 
sources of information.

This is an area where the lack of transparency and clarity 
about how AI chatbots work comes into play. At least one 

Complicating the story
Just one person, an interviewee in the U.S., expressed curiosity or concern 
about source weighting: “Okay, but what percentage of the output are you 
deriving from each of these sources? […] And it’s like, all right, if you’re 
weighting it 70% Fox News versus CNN, maybe next time just try to keep it 
50/50, right? So that way, I’m not inherently getting information from one 
source versus another.”

https://link.springer.com/article/10.1007/s00146-025-02422-7
https://futurism.com/anthropic-ceo-admits-ai-ignorance
https://futurism.com/anthropic-ceo-admits-ai-ignorance
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interviewee described AI chatbots as a “black box” and raised 
concerns that AI chatbots might covertly promote specific 
products without disclosing a financial interest. Others 
assumed they understood how they work but made claims 
that can’t be fully verified. Many Indian interviewees said 
they used AI chatbots to escape the “bias” of mainstream 
media, without fully acknowledging that the models 
underlying these chatbots are trained on content drawn 
largely from that very media. Two interviewees in the U.S. 
expressed similar perspectives, one saying that AI chatbots 
“don’t have an opinion” and thus cannot provide biased 
information, disregarding the potential for biases in training 
data or outputs. Some interviewees assume that because the 
AI chatbot linked multiple sources with different viewpoints, 
the generated results must represent a “neutral truth.” 
In trying to explain their judgments about bias, several 
interviewees reached the limits of their information. “Where 
does it get the information?” one wondered aloud. “I don’t 
know…” There’s no question that a synthesis across political 
standpoints would be valuable. What is difficult — perhaps 
even impossible — is determining whether AI chatbots can 
actually provide one.
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Case Study 1: :  
The skeptical power user
This interviewee represents the archetype of the ‘skeptical 
power user,’ one who distrusts traditional television news 
due to perceived bias but embraces the conversational power 
of AI chatbots. They turn to AI chatbots for all four kinds of 
information needs we have covered in this report: the need 
to act, the need to know, the need to understand and the 
need to feel.

News repertoire and sources: Synthesizing ideological 
balance

This interviewee’s news consumption is characterized by 
a rigorous pursuit of ideological balance and a rejection of 
sensationalism. They avoid Indian television news entirely, 
citing bias, and instead prioritize international news outlets 
like Al Jazeera and domestic English language print sources 
such as The Hindu and The Times of India. In their hierarchy 
of trust, written ground reports rank highest, followed by 
AI chatbots. While they access information via social media 
and YouTube, they rank YouTube videos last in terms of 
reliability, viewing them as prone to biased propaganda. 
When researching complex topics like the conflict in Gaza, 
they typically consume 10–12 articles and one to two videos 
from “both sides” to synthesize a neutral view, and hold 
“whole conversations with ChatGPT,” rather than relying on a 
single narrative.

AI chatbot usage and information needs:  
Controlled delegation

They delegate a wide array of tasks to AI chatbots, ranging 
from tracking daily macronutrients to debating sports 

statistics, yet retain ultimate authority by verifying the AI 
chatbot’s outputs against traditional news sources. Their 
relationship with AI technology is highly personalized. They 
nicknamed their preferred AI chatbot, ChatGPT, “Curler” 
(referencing FC Barcelona fans) and self-deprecatingly refer 
to themselves as “Burden” due to their relentless questioning. 
They instruct Curler to be “blunt” and “unbiased.”

AI chatbot preferences: “A conversation between two 
people”

They display a strong preference for ChatGPT over 
alternatives like Gemini, stemming largely from the former’s 
conversational fluidity. They feel ChatGPT’s answers are 
“easy” and feel “like a conversation between two people,” 
whereas they described Gemini’s outputs as “way too hard 
to respond” and “like AI AI.” Their comfort with ChatGPT 
extends to data sharing (e.g., name, birth year, family 
history), whereas they use Gemini only sporadically. 

Trust and verification: Trust, but verify 

While they find AI chatbots to be “mostly right,” they do 
not exhibit blind trust. Their workflow involves an iterative 
verification loop: searching a topic on ChatGPT, clicking 
linked sources to read full articles, then comparing the text 
against the AI chatbot’s summary to ensure accuracy. They 
retain ultimate authority, using the AI chatbot to distill 
information but relying on established news brands for 
ground truth.

They also acknowledge that the AI chatbot is sometimes 
wrong, occasionally failing to provide all the information 
found in the full linked article. When they notice the AI 
chatbot making a mistake, they correct it and instruct it to 
“double check” its data and learn from the error for future 
reference. 

Case Studies
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Four interviewees illustrate a broad 
range of behaviors and attitudes
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This interviewee was interested in knowing more about 
the latest updates in the ongoing War in Gaza. They started 
off with a broad query and followed up with more specific 
questions on the hostage situation and Hamas’ statement. 
They found the links provided with every response very 
useful. Typically, they’d click on one of the links from 
established media outlets like Al Jazeera, The Times of India, 
the Wall Street Journal and CBS News and go through the 
articles. They employed a structured information pipeline: 
search, click on the AI chatbot sources, read the articles 
in their entirety and use the information to ask follow-up 
questions.

Case Study 2: ;  
The strategic snacker 
This interviewee represents a strategic ‘snacker’ of 
information. They exhibit a hybrid news consumption style 
that blends traditional print media with digital news sources 
and use AI chatbots to filter noise and curate a personalized 
news feed. 

News repertoire and sources: Editorials, op-eds and 
summaries

Their news repertoire is anchored by subscriptions to physical 
newspapers, specifically English language ones like The 
Hindu and The Indian Express and the Punjabi version of 
The Tribune. They value the tactile experience of reading 
physical papers, particularly the editorial and op-ed sections, 
which they use to improve their vocabulary and gain deeper 
knowledge. For scanning headlines and quick, daily updates, 
they rely heavily on Inshorts, a popular Indian news app that 

summarizes news stories from various sources into short, 
sixty-word bites. They also access news via social media and 
occasionally visit newspaper websites when away from home.

AI chatbot usage and information needs: A ‘wide net’ 
prompting strategy

To meet their information needs, the interviewee integrates 
AI chatbots like ChatGPT and Gemini into their routine, using 
them almost every day. Their primary motivations for using 
AI chatbots are time efficiency and the ability to summarize 
vast amounts of information quickly. They employ a ‘wide 
net’ prompting strategy, typically asking the AI chatbot to 
generate lists (see example). From these generated lists, 
they select specific stories of interest to dig deeper through 
follow-up requests for detailed summaries. They finalize this 
process by asking the AI chatbots to condense information 
such as dates and headlines into a concise paragraph to 
explicitly aid in memory retention.

AI chatbot preferences: ChatGPT, the Go-to App

They primarily use ChatGPT and Gemini on mobile, while 
occasionally using Claude and Perplexity on their laptop. 
They consider ChatGPT their go-to app, noting they have 
used it the longest, find it easy to use and subscribe to the 
paid version of the app. Notably, they prefer Gemini for 
its ‘deep research’ feature, which they utilize for academic 
projects and reports. They specifically value Gemini’s ability 
to produce organized outcomes, such as proper PDFs and 
flowcharts. In direct comparisons, they noted that Gemini 
often provides a better information hierarchy with useful 
sub-points, whereas ChatGPT sometimes offers better 
general overviews for broad topics.
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Trust and verification: Diverse curation

The interviewee generally trusts AI chatbots to provide 
a balanced view by curating information from multiple 
sources, contrasting this with the singular perspective of a 
specific journalist. However, they remain skeptical in specific 
contexts. For instance, they expressed distrust toward Indian 
government data regarding politically contentious topics like 
climate change, preferring international sources instead. 
Furthermore, within their professional domain of law, they 

have detected inaccuracies where the AI chatbot fabricated 
facts about case laws, which led them to verify such data 
against books and Google searches.

This example shows the interviewee engaging in “snackable” 
consumption of news, prioritizing breadth over depth. Their 
interaction patterns are characterized by frequent requests 
for “Top 10 international news,” “Top 5 sports news” and 
similar short lists.
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When asked how they feel about the responses, the 
interviewee said, “I don’t think there are more than ten 
important news stories daily on a national level, so I think usually 
one or two or three are most important. So if there’s something 
that I have a little bit of interest in, then I’ll tell them that. ‘Give 
me a detailed summary of it,’ or ‘Give me a detailed version of it.”

Case Study 3: <  
The perspective-seeker
This interviewee relies more heavily on AI chatbots for news 
than anyone else CNTI interviewed in the U.S. They regularly 
go to Gemini for a quick roundup of headlines, although 
they also value “quality time with news” when they need 
to learn about something with direct personal impact, like 
understanding the pros and cons of a local ballot proposition.

News repertoire and sources: Seeking out multiple 
ideological perspectives

This interviewee uses a broad repertoire of sources, including 
news outlet apps with regular push notifications, the social 
media feeds of friends and family members, conversations 
with coworkers and Google Gemini. They said they are 
concerned about bias, but are also particularly interested 
in getting news from multiple ideological perspectives. 
Following people they knew on social media means they can 
evaluate the slant based on what they knew about that other 
person. They also find it particularly important to get news 
that informs their individual actions. Specifically, they turn 
regularly to Gemini for round-ups of what was happening in 
their zip code and what topics will be on their ballot. 
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AI chatbot usage and information needs: staying “informed 
enough” and seeking “both sides”

For this interviewee, Gemini meets two primary needs. They 
use it for knowledge, as a way to scan local, national or global 
headlines and stay broadly familiar with what’s happening 
around them. “I don’t even know if I’m doing it correctly, but 
it seems to keep me informed enough,” they reflected. They 
also use it for context, specifically to understand a broad 
range of political perspectives. That kind of context is an 
area where they said they wanted more: “[I wish] there was 
an app that would give me both sides of the story and it was so 
unbiased that I knew I could trust it. If it was about the election, 
it would give me really strong Republicans views and really strong 
Democrats views and people right in between and then I could read 
all sides of the story and then I could make my own decision. So I 
don’t really know of something like that. It seems more like I need 
to take every source I get with a grain of salt and then form the 
opinion I want, hoping that I’m getting reliable sources.”

AI chatbot preferences: “ChatGPT just doesn’t give you that 
detail”

Like many other interviewees, this person has a strong 
preference for one AI chatbot over others. For them, it is 
Gemini. They had been an early tester of Bard, and “at first, 
I was like, ‘this is so much work for so little money.’ But 
then […] I just started getting, ‘wow, this is so much better 
than Yahoo! or just Googling news.’ You get so much more 
than just a search engine.” Like others, their preference has 
grown over time: they found it easy to use from the get-go, 
have invested time with it and have gotten to a place where 
it provides information in a format they are used to and 
comfortable with. Even so, they observed that Gemini is still 
“not ideal” because it can’t fully anticipate their needs. “It 
doesn’t know my personality. Gemini doesn’t know that the 
person that works here has been talking to me so much about 
a certain proposition and that is particularly important to me. 
Gemini is not living with me. So I don’t always get what I’m 
looking for.” 

Trust & verification: “It’s fact-based as opposed to having a 
lot of opinions or interpretations”

They said they find Gemini more factual than many news 

sources, and take confidence from the fact that they could 
look up whether the responses are true. They almost never 
do so, however. As they described it, “I can literally just say, 
‘what’s the biggest headlines in [zip code]?’ and they’ll be 
listed and I feel like it’s pretty unbiased, unlike certain news 
channels. You kind of can get both sides of the story and then 
it also does really good summaries. So instead of getting a 
humongous article I can also say, ‘can you summarize what 
you just said?’” Getting short summaries is especially helpful 
when there’s an overwhelming amount to keep up with.

Case Study 4: =  
The cautious optimist
This interviewee epitomizes “trust but verify” optimism 
towards AI chatbots. They consider them a “concierge for 
information” even as they cautioned that they are an “80/20 
source.”

News repertoire and sources: Google News “seems to learn 
my interests”

This interviewee uses Google News as their most important 
news feed because it serves them information from a range 
of sources on topics they care about. In fact, their browser 
homepage is set to Google News. They also pay for a New York 
Times subscription and two local news outlets in their former 
hometown, primarily to follow local sports. They’re in a 
community Facebook group for hyperlocal information, they 
also watch some TV and they use both ChatGPT and Google AI 
mode for sports content.

AI chatbot usage and information needs: ChatGPT helps 
them accomplish things

They use AI chatbots for a range of information needs, most 
of which fall solidly under ‘acting.’ They showed us their 
history: in the last few days before their interview, they had 
asked ChatGPT to calculate their protein intake, to identify 
the sports programming on a particular channel and to 
collate reviews of a particular brain health app. During 
our call, they also asked for advice on a planned home 
renovation. They even credited ChatGPT with a newfound 
awareness of the breadth of their hobbies, because ChatGPT 
makes it easy for them to plan. When they are looking for 
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up-to-date knowledge and understanding, on the other hand, 
they generally start with Google News.

At one point during the interview, they used Google search 
(in AI mode) to search for a story that was paywalled. They 

were hoping to find something they could access on the same 
topic, but ultimately got the information from an AI chatbot 
summary instead.
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Why we did this
AI chatbots — such as ChatGPT, Grok, Amazon’s Alexa, Google 
AI Mode or the Washington Post’s “Ask the Post AI” — are 
software products which simulate human-like conversations 
and generate responses across a wide range of topics.

While even their creators caution against using them as 
arbiters of fact, research consistently demonstrates that people 
increasingly rely on them for information about the world. 
The line between “information” and “news” is hardly clear-cut. 
Information-seeking is also likely to include many topics where 
AI chatbot users might previously have turned to news sources.

We set out to learn from relatively early adopters in two 
countries (the U.S. and India) why and how they have 
incorporated AI chatbots into their information routines, and 
what this might mean for news providers.

Why we chose these two countries
•	 India and the U.S. represent the two largest markets 

for AI chatbots.

•	 Both India and the U.S. have highly concentrated 
news media ownership and increasingly politicized 
information habits.

•	 India is mobile-first in both behavior and 
infrastructure, while less than one in every five 
Americans rely primarily on smartphones for 
internet access.

•	 Overall, Americans express more negative attitudes 
towards AI than Indians do

How we collected our data
Using the Respondent.io platform, the CNTI team recruited 
27 adults in the U.S. and 26 in India. All of them participated 
in an hour-long virtual interview where they shared their 
screen and talked through their AI chatbot use and broader 
information habits.

Recruitment
To ensure that we were only speaking with regular users 
of AI chatbots, we excluded people who said they use AI 
chatbots less frequently than once a week.

To ensure that we were only speaking with people who pay 
attention to news information in the broadest sense, we 
excluded people who said they do not “keep informed about 
issues and events of the day” at least “somewhat closely.” In 
practice, most interviewees turn at least somewhat regularly 
to legacy news media sources, often via news aggregators and 
social media.

Beyond that, we took a maximum variation approach to a 
number of demographic variables within each country: age, 
gender, race and ethnicity, household income, educational 
attainment, location within the country and political 
ideology.

After we had completed about 18 interviews for each country, 
we conducted additional targeted recruitment to capture 
groups that were not well represented in our initial pool, 
specifically adults age 55 and older (both countries) and 
adults without a bachelor’s degree (U.S. only).

The full recruitment questionnaire and topline demographics 
of our interviewees are available here.

Thinkaloud protocol 
Concurrent thinkalouds ask people to narrate their 
behavior and answer questions about it in real-time. They 
are particularly valuable for understanding topics like 
information habits where self-reported data are unreliable. 
The goal of this study is to observe the needs and desires of 
the early adopters using AI chatbots to receive news.

Our research protocol included three semi-structured 
modules. During the first 10-15 minutes of the conversation, 
we asked broad questions about interviewees’ news 
repertoires and routines. We then turned to a screenshare 
and asked them to walk us through an AI chatbot query. For 
the last third of the interview, we asked interviewees to walk 
us through past AI chatbot queries, compare between the 
AI chatbots that they regularly use and provide more details 
about the other sources they turn to.

Researcher positionality
The researchers who designed the protocols, collected the 
data and analyzed the data are based in both the United 
States and India. CNTI’s small team cannot fully represent 
the diversity and breadth of these countries. In addition 
to relatively high educational status, our team as a whole 
has a high affinity for and knowledge about journalism. 
These attitudes may have colored our interactions with the 
interviewees.

The researcher who conducted all Indian interviews speaks 
both English and Hindi fluently and used both languages in 
interviews; all U.S. interviews were conducted in English.

How we analyzed our data
The research team created transcripts of interview audio, 
adding copious screenshots to clarify references in the text. 
After anonymization, transcripts were imported into Dedoose 
qualitative analysis software.

About This Study
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https://www.bbc.co.uk/news/articles/c8drzv37z4jo
https://www.nber.org/system/files/working_papers/w34255/w34255.pdf
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https://www.pewresearch.org/global/2025/10/15/how-people-around-the-world-view-ai/
https://www.pewresearch.org/global/2025/10/15/how-people-around-the-world-view-ai/
https://respondent.io
https://cnti.org/wp-content/uploads/2026/01/Chatbots-for-News-report-topline.pdf
https://www.tandfonline.com/doi/abs/10.1080/0044929031000
https://dedoose.com/
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Two researchers conducted the bulk of the coding process, 
working separately on U.S. and India interviews, with a third 
researcher contributing to coding U.S. interviews. The codes 
were developed iteratively, with some codes informed by 
existing frameworks and others emergent in the data.

Transcription process 
Interviews were conducted with Google Meet, and Google 
Gemini produced a first transcript. Researchers reviewed 
each transcript for major errors prior to coding, and all 
quotations that appear in this report were reviewed by a 
researcher before publication.

Coding and follow-up analysis
The CNTI team’s initial coding schema focused on three 
different areas:

•	 Informational needs and how people meet those needs

•	 Interactions with AI chatbots

•	 Verification practices and concerns

The three areas correspond roughly to the three chapters of 
this report. We coded screenshots, text and anything else that 
fell within the thematic areas.

After all documents were coded, we reviewed all excerpts 
with the same code within each country to inductively identify 
further themes and patterns within each larger category. The 
researchers were in constant discussion about similarities and 
differences, and reviewed each chapter repeatedly.

This type of qualitative approach surfaces the breadth of 
experiences, but not the frequency of those experiences. 
In general, any theme that was shared by at least three 
interviewees in a single country appears in the report.

Informational needs 

The codes that fell under this category were informed 
by a set of reasons for seeking information identified by 
audience practitioners, also known as the “news user needs” 
framework. This framework categorizes the reasons that 
people access news content into four basic needs:

•	 People need to act and decide, and they need help.

•	 People need to know what’s going on.

•	 They need to understand what’s going on.

•	 People need stories that make them feel something, 
whether that’s outrage or joy.

Interactions with chatbots

Two initial codes fell into this category.

The first was a broad sequencing code that we used to 
identify both:

•	 extended interaction sequences with the AI chatbot, 
including repeated promptings or accepting suggested 
prompts and

•	 toggling between chatbots and other elements of 
interviewees’ news repertoires.

The second was for anthropomorphization, and included 
all actions or discussions where interviewees treated the AI 
chatbot as a human participant in interaction. This might 
include characterizations (e.g. “oh it’s my best friend”) as well 
as prompting strategies that treat it as human (e.g. including 
“please,” calling it “stupid” in a prompt).

Verification practices and concerns

We were interested in whether interviewees are concerned 
about the accuracy of the information they receive and how 
they approach verifying it.

Concerns we coded for included:

•	 Privacy and data protection

•	 Bias in both the AI chatbots and other news sources

•	 Delayed or outdated information being provided

•	 Broad questions about the information supply chain and 
how AI chatbots and other news sources verify (or don’t 
verify) their information

Verification practices and strategies we coded for (all AI 
chatbot-specific) included:

•	 Checking the list of sources and assuming those sources 
were reflected accurately

•	 Clicking through to external links and ensuring that 
those sources were reflected accurately

•	 Comparing the responses between two different AI 
chatbots

•	 Auditing AI chatbot responses by asking them known 
questions to assess performance before relying on them

We also included several other pathways.

How we protected the research 
data
The AI chat window terminal is a deeply personal space 
and the researchers in this project are incredibly grateful 
to interviewees who opened this safe space to them. CNTI’s 
audio and video recordings and follow-up messages from 
interviewees contain a great deal of personal information.

All identifying information (including consent forms and 
video recordings of interviews) were saved on a password-
protected, encrypted cloud drive that is only authorized to the 
core research team at CNTI. All interviews were conducted 
using our team’s videoconferencing software. Google Gemini 
was used to create first-draft transcripts; our team uses a 
workspace account that does not share data or use it for 
training purposes. Interviewees could opt out of automated 
transcription, although none did.

Moreover, transcripts and screenshots were anonymized to 
the extent possible before export for analysis in Dedoose. 

https://smartocto.com/blog/explaining-user-needs/
https://dedoose.com/
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Information like names, specific locations and employment 
details were redacted, as were photos of individual faces. We 
present demographic information only in the aggregate (see 
topline) to prevent anyone from identifying individuals who 
participated in this research.

Ethical review
Research plans were reviewed and approved by TERC 
Institutional Review Board.

Consent forms were available in both English and Hindi, 
although no interviewees used the Hindi version of the form.

http://terc.edu/
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These topline demographics only include the interviewees — not everyone who responded to 
our recruitment questionnaire. We include open-ended items from the questionnaire but do 
not attempt to summarize responses. 
 
Broad information habits 

How closely do you keep informed about issues and events of the day? 
 

 United States India 

Very closely 17 20 

Somewhat closely 10 6 

Not so closely Disqualified Disqualified 

Not closely at all Disqualified Disqualified 

 
Just out of curiosity, what’s a topic you’re trying to stay informed about right now and 
why? [OPEN-ENDED]​
 
Social media habits 

Social media platforms — such as Facebook, X and LinkedIn — are sites or applications 
where individuals can connect with one another and sometimes with organizations to 
see content shared by those other accounts. How often do you use social media 
platforms? 
 

 United States India 

Every day 25 25 

Once a week or more, but not every day 2 1 

Once a week or more, but not every day* - - 

I’ve tried them but don’t use them regularly* - - 

I haven’t tried them* - - 

Other (please explain) - - 

 
* Note: Those who selected this option did not see the following three questions. 
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What social media platform(s) do you use regularly? [OPEN-ENDED]  
 

 United States India 

Facebook 23 18 

Instagram 20 22 

LinkedIn 8 12 

Reddit 7 3 

Snapchat 3 3 

Threads 5 0 

TikTok 14 0 

Whatsapp 2 8 

X (Twitter) 15 14 

YouTube 7 10 

Answers mentioned by fewer than five people include: CNN, Discord, Fox News, Kick, 
Messenger, NextDoor, Pinterest, Ravelry, Spotify, Telegram and Twitch. 
 
 
How often do you use social media platforms to keep informed about issues and events? 
 

 
In a sentence or two, what do you use social media for? [OPEN-ENDED] 
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 United States India 

Social media platforms are one of the main ways I keep 
informed about issues and events 

13 8 

I use a mix of social media platforms and other ways to keep 
informed 

14 18 

I’ve tried using social media platforms to keep informed, but 
I don’t do it often 

- - 

I’ve never used social media platforms to keep informed - - 

https://cnti.org/reports/chatbots-for-news/


AI chatbot habits 

AI chatbots and assistants — such as ChatGPT, Grok, Amazon’s Alexa, Google AI Mode or 
the Washington Post's “Ask the Post AI” — are software products which simulate 
human-like conversations and generate responses across a wide range of topics. How 
often do you use such AI chatbots or assistants?  
 

 United States India 

Every day 20 22 

Once a week or more, but not every day 7 4 

Once a month or more, but less than once a week Disqualified Disqualified 

I’ve tried them but don’t use them regularly Disqualified Disqualified 

I haven’t tried them Disqualified Disqualified 

Other (please explain) [OPEN-ENDED] Disqualified Disqualified 

​
 
What AI assistants do you use regularly? [OPEN-ENDED] 
 

 United States India 

Alexa 6 2 

ChatGPT 23 21 

Claude 3 3 

(Microsoft) Copilot 9 8 

Google (including Gemini, Google Assistant, AI Search)* 21 18 

Grok 2 6 

Meta AI 4 3 

Perplexity 6 6 

Not specified 1 3 

Answers mentioned by fewer than five people include Apple AI, Bing Chat, DeepSeek, 
Duolingo, Github Copilot, Khanmigo, Notebook LM and Siri. 
 
* Note: In the U.S., 17 interviewees mentioned Gemini, three mentioned Google AI Search or 
AI overview, and one mentioned Google Assistant. In India, 15 interviewees mentioned 
Gemini, one mentioned Google AI Search or AI overview and two mentioned Google 
Assistant. We collapsed these into a single category because it became clear from interviews 
that people were not making a consistent distinction. 
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How often do you use AI assistants to keep informed about issues and events? 
 

 United States India 

AI assistants are one of the main ways I keep informed about 
issues and events 

6 5 

I use a mix of AI assistants and other ways to keep informed 19 20 

I’ve tried using AI assistants to keep informed, but I don’t do 
it often 

2 1 

I’ve never used AI assistants to keep informed Disqualified Disqualified 

 
 
In a sentence or two, what do you use AI assistants for? [OPEN-ENDED] 
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Demographics 

[U.S. only] We're asking this question to make sure we have a diverse pool: Do you think 
of yourself as closer to the Republican Party or to the Democratic Party?  
 

 United States 

Republican Party 9 

Democratic Party 14 

Other (please explain) 4 

 
[India only] Which of the following best describes your general approach to politics and 
governance? 
 

 India 

Strongly support current national government policies and 
direction 

5 

Generally support current national government with some 
reservations 

8 

Support some policies regardless of party 4 

Generally prefer alternative approaches to current national 
policies 

3 

Strongly prefer alternative political direction and policies 2 

Not interested in politics/No particular views 1 

Other 2 

Prefer not to say or N/A 1 

Note: This item was asked after interviews, rather than during pre-interview screening 
surveys. 
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What is the highest level of education you have completed to date? (Provided by 
Respondent) 
 

 United States India 

High School Graduate 3 1 

Trade/Technical/Vocational training 1 - 

Some College, no degree 6 - 

Associate Degree 1 - 

Bachelor’s Degree 5 13 

Master’s Degree 9 10 

Doctorate Degree 2 2 

 
[India only] What was the primary language(s) spoken in your household while you were 
growing up? This question is optional. [OPEN-ENDED] 
 

 India 

Assamese 1 

Bengali 1 

English 15 

Hindi 15 

Kannada 1 

Malayalam 1 

Odia 2 

Punjabi 1 

Tamil 1 

Telugu 2 
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[India only] To which of the following constitutional categories do you belong? This 
question is optional. 
 

 India 

General Category 17 

Other Backward Classes (OBC) 4 

Scheduled Caste (SC) 2 

Scheduled Tribe (ST) - 

Prefer not to say 3 

 
[U.S. only] Ethnicity (Provided by Respondent) 
 

 United States 

Asian or Pacific Islander 7 

Black or African American 5 

Hispanic or Latino 4 

Mixed Ethnicity 3 

White / Caucasian 8 

 
[India only] Which religious or spiritual tradition, if any, were you raised in? This question 
is optional. 
 

 India 

Buddhism - 

Christianity 1 

Hinduism 19 

Islam 2 

Jainism - 

Sikhism 2 

Other (please specify) - 

Prefer not to say 2 
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[India only] Which of the following best represents your household’s approximate annual 
income? This question is optional. 
 

 India 

Less than ₹2,50,000 3 

₹2,50,000 – ₹5,00,000 1 

₹5,00,001 – ₹10,00,000 3 

₹10,00,001 – ₹20,00,000 10 

More than ₹20,00,000 6 

Prefer not to say 3 

 
[U.S. only] What is your household income? (Provided by Respondent) 
 

 United States 

<$30,000 2 

$30,000-$39,999 - 

$40,000-59,999 3 

$60,000-79,999 1 

$80,000-99,999 2 

$100,000-149,999 12 

$150,000-199,999 3 

$200,000+ 2 

Not answered 2 
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